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#### Abstract

The Earth's magnetic field undergoes aperiodical reversals. These can be explained by a simple two-disc dynamo system (Rikitake system). In this paper, the Rikitake system is studied based on a differential geometry (theory of Kosambi-Cartan-Chern). The electrical and mechanical equations of motion are derived from Faraday's law as well as from magnetohydrodynamic equations. From the geometric theory, the solution of the Rikitake system can be regarded as a trajectory on the tangent bundle. Accordingly, there exist five geometrical invariants in the Rikitake system. The third invariant as a torsion tensor can be expressed by mutual-inductances as a result of electrical and mechanical interactions which cause the aperiodic magnetic reversal. This aperiodic behaviour corresponds to a magnetohydrodynamic turbulent motion by a topological invariant such as Chern-Simons number which expresses the interaction between the toroidal and poloidal currents. This Rikitake system is equivalent to other nonlinear dynamical systems. Thus, chaotic behaviours of various nonlinear dynamical systems can be uniformly investigated by the five geometrical invariants and the topological invariant (the Chern-Simons number).


PACS numbers: $02.40 . \mathrm{Ky}, 05.45 .-\mathrm{a}, 91.25 . \mathrm{Cw}, 02.40 .-\mathrm{k}, 52.30 . \mathrm{Cv}$

## 1. Introduction

It is known that the geomagnetic field has undergone aperiodic reversals till now. The origin of the magnetic field can be explained by a simple one-disc dynamo system (Faraday disc) [11]. The motion of electric charges in the Faraday disc has already been discussed $[10,29,30]$. However, the aperiodic reversal of the magnetic field cannot occur in the onedisc dynamo system. Therefore, a model for the reversal of the geomagnetic field has been proposed by Rikitake [33]. This model is a simple two-disc dynamo system (Rikitake system). Although the Rikitake system is hard to relate correctly to the real geomagnetic phenomena,
the Rikitake system is not an oversimplified geophysical model. For example, the one-disc dynamo system is totally regarded as a single electromechanical system as a whole and does not behave chaotically [1]. On the other hand, the Rikitake system is a combination of two electromechanical systems, because of the addition of another disc system. As a result, the Rikitake system shows chaotic magnetic field reversals.

The Rikitake system has been discussed by many researchers, from various view points. The chaotic magnetic reversals have been discussed by numerical and/or analytical approaches $[1,14,18,19,31]$. Mathematically, algebraic geometric methods were applied to find a constant of motion for the Rikitake system [24, 25]. In spite of these, two problems have not been discussed so far.

One is a derivation of the equations of motion. In the previous studies, the equations of motion have been given a priori and the focus was on the behaviour of the solution. Therefore, in order to understand the electromechanical structure of the Rikitake system, the equations of motion should be derived by electromagnetic laws.

The other problem is a geometrization of the Rikitake system. In general, the laws of physics should be expressible by geometrical relationships [27]. For example, physical phenomena in Lagrangian mechanics are described by a system of second-order differential equations (Euler-Lagrange equations). Geometrically, the Euler-Lagrange equations are equivalent to geodesic equations (semispray on tangent bundle) [3]. However, the above previous studies have regarded the equations of motion as a system of first-order differential equations and they have not been expressed geometrically yet. Therefore, in order to obtain geometrical expressions, the Rikitake system should be regarded as a system of second-order differential equations.

Geometrically, the second-order differential equations of the Rikitake system can be investigated by the general path-space theory of Kosambi-Cartan-Chern (KCC-theory) in Finsler space (Kosambi [22], Cartan [12], Chern [13]). The KCC-theory is a differential geometric theory of the variational equations for the deviation of whole trajectories to nearby ones. From the KCC-theory, five geometrical invariants are obtained. The second invariant gives the Jacobi stability. The third invariant expresses a torsion tensor. The KCC-theory has been applied to the field of electrical engineering. For example, in the theory of electrical machinery, the KCC-theory has been applied to the unified electromechanical system [23]. The variational equations (hunting equations) have been derived in order to investigate the behaviour of trajectories which are perturbed by the operation of the machine. The stability of an airplane in flight has also been discussed [21] by the KCC-theory and Schouten's film space [35]. Similarly, the Rikitake system can be regarded as an electric machinery and so the KCC-theory can be applied to such a system. The geometrical objects then express the chaotic behaviour of the Rikitake system.

This chaotic behaviour of the Rikitake system is related to the motion of a magnetohydrodynamic fluid. In dynamo theory, the initial magnetic field is dragged along by the fluid motion and then sheared by the differential rotation. This winding motion known as $\omega$-effect creates a new magnetic field. This magnetic field then is twisted by a helical turbulent motion due to the $\alpha$-effect [32]. The turbulent $\alpha$-effect is related to a topological invariant called the magnetic helicity which is a measure of the twistedness of the magnetic field [8]. In the Rikitake system, the $\alpha$-effect is expressed by the angular velocity of the rotating disc [28]. Therefore, the relation between chaotic behaviour and magnetohydrodynamic motion can be investigated by the topological invariant.

In this paper, the chaotic behaviour of the nonlinear dynamical system is expressed by the geometrical and topological invariants. This paper consists of five sections. In section 2, the KCC-theory is reviewed briefly. In section 3, the equations of motion for the Rikitake
system are derived based on Faraday's law. In section 4, the KCC-theory is applied to the Rikitake system. Geometrical invariants of the Rikitake system are obtained. In section 5, the relationship between the behaviour of the magnetic fields reversal and the geometrical objects is discussed. Besides, the chaotic behaviour of the Rikitake system is also compared with magnetohydrodynamic motion. Finally, it is pointed out that other nonlinear dynamical systems can also be analysed by the geometrical and topological invariants.

## 2. KCC-theory and Jacobi equation

In this section, the geometrical background of the system of second-order differential equations is introduced. Throughout this paper, Einstein's summation convention is used. Moreover, Latin indices $i, j, k, \ldots$ run from 1 to $n$.

### 2.1. Semispray and a constant of motion

Let $\mathscr{M}$ be a real smooth $n$-dimensional manifold and $T \mathscr{M}$ be its tangent bundle. Let $\left(x^{i}\right)=\left(x^{1}, \ldots, x^{n}\right)$,

$$
\begin{equation*}
\left(y^{i}\right)=\left(\frac{\mathrm{d} x^{i}}{\mathrm{~d} t}\right)=\left(\frac{\mathrm{d} x^{1}}{\mathrm{~d} t}, \frac{\mathrm{~d} x^{2}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d} x^{n}}{\mathrm{~d} t}\right) \tag{1}
\end{equation*}
$$

and time $t$ be $2 n+1$ local coordinates $\left(t, x^{i}, y^{i}\right)$ on an open connected subset $U$ of the Euclidean $(2 n+1)$-dimensional space $\mathbf{R} \times \mathbf{R}^{n} \times \mathbf{R}^{n}$. The time $t$ is regarded as an absolute invariant. Therefore, the change of coordinates will be

$$
\begin{equation*}
\tilde{t}=t, \quad \tilde{x}^{i}=\tilde{x}^{i}\left(x^{1}, x^{2}, \ldots, x^{n}\right) . \tag{2}
\end{equation*}
$$

Generally, the equations of motion in Finsler space are given by the Euler-Lagrange equations:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial y^{i}}\right)-\frac{\partial L}{\partial x^{i}}=\mathscr{F}_{i} \tag{3}
\end{equation*}
$$

where the scalar function $L$ is the Lagrangian and $\mathscr{F}_{i}$ is an external force. The triple ( $\mathscr{M}, L, \mathscr{F}_{i}$ ) is called the Finslerian mechanical system [26]. For a regular Lagrangian $L$, the Euler-Lagrange equations (3) are equivalent to a system of second-order differential equations:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} x^{i}}{\mathrm{~d} t^{2}}+2 G^{i}\left(x^{j}, y^{j}, t\right)=0 \tag{4}
\end{equation*}
$$

where the function $G^{i}\left(x^{j}, y^{j}, t\right)$ is smooth in a neighbourhood of some initial conditions $\left(x_{0}^{i}, y_{0}^{i}, t_{0}\right) \in U$. Moreover, the system of second-order differential equation is equivalent to a vector field (semispray) $S$ which determines a nonlinear connection $N_{j}^{i}$ [3]:

$$
\begin{align*}
& S=y^{i} \frac{\partial}{\partial x^{i}}-2 G^{i}\left(x^{j}, y^{j}, t\right) \frac{\partial}{\partial y^{i}},  \tag{5}\\
& N_{j}^{i}=\frac{\partial G^{i}}{\partial y^{j}} . \tag{6}
\end{align*}
$$

Such a dynamical system as the semispray does not behave chaotically when it has a constant of motion. The following theorem is known [36, 37]:

Theorem 1. For a vector field $X$, assume that $[X, S]=\mathcal{F} S$, where $\mathcal{F}$ is a real valued function and [, ] is a Lie bracket. Then, the relation holds

$$
\begin{equation*}
L_{S}\left(\mathcal{F}+\operatorname{div}_{\Omega} X\right)=-\mathcal{F} \operatorname{div}_{\Omega} S+L_{X} \operatorname{div}_{\Omega} S \tag{7}
\end{equation*}
$$

where $\operatorname{div}_{\Omega} S$ denotes the divergence of $S$ with respect to the volume form $\Omega$. $L_{S} \Omega=\left(\operatorname{div}_{\Omega} S\right) \Omega$ is a Lie derivative of $\Omega$ along the vector field $S$.

When $\mathcal{F}=0$ and $\operatorname{div}_{\Omega} S=$ constant, the right-hand side of (7) is equal to zero. Therefore, $L_{S}\left(\mathcal{F}+\operatorname{div}_{\Omega} X\right)=0$ and the divergence of $X$ does not change. The function $\operatorname{div}_{\Omega} X$ is a constant of motion and $X$ is called the symmetry generator [36, 37].

### 2.2. Geometric theory of a system of second-order differential equations

In the following, the geometric theory (KCC-theory) is briefly reviewed based on the notations [3-5].

Let us consider a system of second-order differential equations (4). Under the nonsingular coordinates transformation (2), the KCC-covariant differential of a vector field $\xi^{i}(t)$ on the open subset $U \subseteq \mathbf{R} \times \mathbf{R}^{n} \times \mathbf{R}^{n}$ is defined as follows:

$$
\begin{equation*}
\frac{\mathrm{D} \xi^{i}}{\mathrm{~d} t}=\frac{\mathrm{d} \xi^{i}}{\mathrm{~d} t}+N_{j}^{i} \xi^{j} \tag{8}
\end{equation*}
$$

When we put $\xi^{i}=y^{i}$, the covariant differential becomes

$$
\begin{equation*}
\frac{\mathrm{D} y^{i}}{\mathrm{~d} t}=-\epsilon^{i} \equiv N_{j}^{i} y^{j}-2 G^{i} \tag{9}
\end{equation*}
$$

where $\epsilon^{i}$ is a contravariant vector field on $U$ and is called the first KCC-invariant.
Then, consider that the trajectory $x^{i}(t)$ of the system (4) is varied into nearby ones according to

$$
\begin{equation*}
\bar{x}^{i}(t)=x^{i}(t)+\xi^{i}(t) \eta \tag{10}
\end{equation*}
$$

where $\eta$ denotes a parameter with $|\eta|$ small and the components of contravariant vector $\xi^{i}(t)$ are defined along a curve $x^{i}=x^{i}(t)$. Substituting (10) into (4) and taking the limit $\eta \rightarrow 0$, one gets the variational equations

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \xi^{i}}{\mathrm{~d} t^{2}}+2 N_{l}^{i} \frac{\mathrm{~d} \xi^{l}}{\mathrm{~d} t}+2 \frac{\partial G^{i}}{\partial x^{l}} \xi^{l}=0 \tag{11}
\end{equation*}
$$

Using the KCC-covariant differential (8), one rewrites (11) in the covariant form

$$
\begin{equation*}
\frac{\mathrm{D}^{2} \xi^{i}}{\mathrm{~d} t^{2}}+P_{l}^{i} \xi^{l}=0 \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{j}^{i}=2 \frac{\partial G^{i}}{\partial x^{j}}+2 G^{l} G_{j l}^{i}-y^{l} \frac{\partial N_{j}^{i}}{\partial x^{l}}-N_{l}^{i} N_{j}^{l}-\frac{\partial N_{j}^{i}}{\partial t} \tag{13}
\end{equation*}
$$

Here, the $G_{j k}^{i} \equiv \partial N_{j}^{i} / \partial y^{k}$ is a kind of Finsler connection (Berwald connection) [7]. This variational equation (12) is called the Jacobi equation or 'hunting equation' in the field of engineering [23]. The $P_{j}^{i}$ is called the second KCC-invariant or deviation curvature tensor and gives the stability of whole trajectories from the following theorem $[6,34]$ :

Theorem 2. The trajectories of system (4) are Jacobi stable if and only if the real parts of the eigenvalues of the deviation curvature tensor $P_{j}^{i}$ are strictly negative everywhere, and Jacobi unstable otherwise.


Figure 1. One-disc dynamo system (modified from figure in [11]).

The third, fourth and fifth invariants of the system (4) are given by

$$
\begin{equation*}
P_{j k}^{i} \equiv \frac{1}{3}\left(\frac{\partial P_{j}^{i}}{\partial y^{k}}-\frac{\partial P_{k}^{i}}{\partial y^{j}}\right), \quad P_{j k l}^{i} \equiv \frac{\partial P_{j k}^{i}}{\partial y^{l}}, \quad D_{j k l}^{i} \equiv \frac{\partial G_{j k}^{i}}{\partial y^{l}} . \tag{14}
\end{equation*}
$$

Because of the skew symmetry of lower indices $j$ and $k$, the third invariant is regarded as torsion tensor. The fourth invariant is the Riemann-Christoffel curvature tensor and the fifth invariant $D_{j k l}^{i}$ is a kind of curvature tensor (Douglas tensor) [15].

Generally, in the Berwald space, there exist the two curvature tensors $P_{j k l}^{i}, D_{j k l}^{i}$ and the one torsion tensor $P_{j k}^{i}$ [5]. Therefore, these geometrical objects express the geometrical properties of the system of second-order differential equations.

## 3. Fundamental equations for a dynamo system

In this section, in the case of a one-disc dynamo system, the equations of motion are derived first from Faraday's law. Consequently, the equations of motion for the Rikitake system are obtained based on the above derivation.

### 3.1. One-disc dynamo system

In a one-disc dynamo system, the rotating disc has two types of coordinate frames. One is a laboratory frame or fixed frame in which the circuit is at rest. The other is a rotating observer frame. Let us consider one-disc dynamo system from the laboratory frame. In this case, the total circuit $C$ is fixed to the disc and consists of the armature circuit $a$ and the external circuit $b$ (figure 1). We denote the variables in the one-disc dynamo system with indices $a$ and $b$ that correspond to armature circuit $a$ and external circuit $b$, respectively.

A cylindrical coordinate system $(r, \theta, z)$ and its basis $\left(\mathbf{e}_{r}, \mathbf{e}_{\theta}, \mathbf{e}_{z}\right)$ are used in order to derive the equations of motion. Here, direction of the radius of disc is $r$, direction of the rotating angle of disc is $\theta$ and direction of the normal to the disc is $z$. Radius of the disc is denoted by $h$. In a one-disc dynamo system, the disc rotates about its axis with angular velocity $\omega=\omega_{a} \mathbf{e}_{z}$ which is the differentiation of the angle with respect to time; $\omega_{a}=\mathrm{d} \theta / \mathrm{d} t$. Then, the velocity of the conductor is given by $\mathbf{v}=r \omega_{a} \mathbf{e}_{\theta}$. A path of current $I_{a}$ between its rim and axle is provided by the wire twisted as shown in a loop around the axle. The electric current is given by the time differential of the charge; $I_{a}=\mathrm{d} q / \mathrm{d} t$. The current $I_{a}$ generates a magnetic flux density $\mathbf{B}=B_{z} \mathbf{e}_{z}$ across the disc. The electric field is radially directed, i.e. $\mathbf{E}=E_{r} \mathbf{e}_{r}$.

The electrical equation can be derived from Faraday's law. In the laboratory frame, Faraday's law for the total circuit $C$ can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{S} \mathbf{B} \cdot \mathrm{~d} \mathbf{S}=-\oint_{C} \mathbf{E} \cdot \mathrm{~d} \mathbf{l}, \tag{15}
\end{equation*}
$$

where the $\mathrm{d} \mathbf{l}$ and $\mathrm{d} \mathbf{S}$ express an infinitesimal length of the circuit and an element of the disc, respectively. The contour integral is split into two parts, i.e. one is the armature circuit $a$ and the other is the external circuit $b$ [39]:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{S} \mathbf{B} \cdot \mathrm{~d} \mathbf{S}=-\int_{a} \mathbf{E} \cdot \mathrm{~d} \mathbf{l}-\int_{b} \mathbf{E} \cdot \mathrm{~d} \mathbf{l} . \tag{16}
\end{equation*}
$$

The second term on the right-hand side of equation (16) is the external voltage $V_{b}$. In the disc dynamo model, there is no external voltage, and so $V_{b}=0$.

On the other hand, the first term on the right-hand side of equation (16) is the armature voltage. This term can be rewritten by using Ohm's law in the laboratory frame: $\mathbf{J}=\sigma(\mathbf{E}+\mathbf{v} \times \mathbf{B})$, where $\sigma$ is a conductivity of the system and $\mathbf{J}$ is the current density. By Ohm's law, the integral of armature circuit is obtained [39]:

$$
\begin{equation*}
-\int_{a} \mathbf{E} \cdot \mathrm{~d} \mathbf{l}=-\int_{a} \frac{\mathbf{J}}{\sigma} \cdot \mathrm{~d} \mathbf{l}+\int_{a}(\mathbf{v} \times \mathbf{B}) \cdot \mathrm{d} \mathbf{l} \tag{17}
\end{equation*}
$$

Thus, the Faraday's law is reduced to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{S} \mathbf{B} \cdot \mathrm{~d} \mathbf{S}=-\int_{a} \frac{\mathbf{J}}{\sigma} \cdot \mathrm{~d} \mathbf{l}+\int_{a}(\mathbf{v} \times \mathbf{B}) \cdot \mathrm{d} \mathbf{l} . \tag{18}
\end{equation*}
$$

The first term on the right-hand side of equation (18) is the voltage $V_{a}$ across the armature resistance $R_{1}^{1}: V_{a}=-R_{1}^{1} I_{a}$, where the upper index 1 of $R_{1}^{1}$ expresses an electrical system and the lower index 1 expresses the electric current $I_{a}$.

On the other hand, the second term on the right-hand side of equation (18) represents the electromotive force arising from the rotation $\omega_{a}$ (speed voltage [39]). This second term can be integrated from the centre to the periphery of disc

$$
\begin{align*}
\int_{0}^{h}(\mathbf{v} \times \mathbf{B}) \cdot \mathrm{d} \mathbf{l} & =\frac{1}{2} h^{2} B_{z} \omega_{a} \\
& =M_{12}^{1} I_{a} \omega_{a} \tag{19}
\end{align*}
$$

where $M_{12}^{1} I_{a} \equiv h^{2} B_{z} / 2$ because the magnetic flux is proportional to current. The coefficient $M_{12}^{1}$ is the mutual-inductance between the variables with lower indices 1 and 2, i.e. the current $I_{a}$ and the angular velocity $\omega_{a}$ with respect to the upper index 1 of the electrical system.

Finally, since the magnetic flux through the coil is only due to the current $I_{a}$, the left-hand side of (18) is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{S} \mathbf{B} \cdot \mathrm{~d} \mathbf{S}=\frac{\mathrm{d}\left(L_{1}^{1} I_{a}\right)}{\mathrm{d} t}=L_{1}^{1} \frac{\mathrm{~d} I_{a}}{\mathrm{~d} t}, \tag{20}
\end{equation*}
$$

where $L_{1}^{1}$ is the self-inductance between the electrical system expressed by the upper index 1 and the current $I_{a}$ expressed by the lower index 1 . Thus from (19) and (20), the following proposition is obtained:

Proposition 1. The electrical equation of motion for the one-disc dynamo system can be expressed by

$$
\begin{equation*}
L_{1}^{1} \frac{\mathrm{~d} I_{a}}{\mathrm{~d} t}=-R_{1}^{1} I_{a}+M_{12}^{1} I_{a} \omega_{a} \tag{21}
\end{equation*}
$$

where $I_{a}$ is the current flowing in the circuit, $\omega_{a}$ is the angular velocity of disc, $R_{1}^{1}$ is the armature resistance, $M_{12}^{1}$ is the mutual-inductance between coil and disc, and $L_{1}^{1}$ is the self-inductance.

Next, a mechanical equation is derived from the Navier-Stokes equation

$$
\begin{equation*}
\rho \frac{\partial \tilde{\mathbf{v}}}{\partial t}+\rho(\tilde{\mathbf{v}} \cdot \nabla) \tilde{\mathbf{v}}=-\nabla p-\nabla U+\mathbf{F}^{e}, \tag{22}
\end{equation*}
$$

where $\tilde{\mathbf{v}}$ is the velocity of fluid motion, $\rho$ is density, $p$ is pressure, $U$ is potential and $\mathbf{F}^{e}$ is an external force including the electrical force. Then, suppose that the mechanical motion is induced by this external force alone:

$$
\begin{equation*}
p=0, \quad U=0, \quad \mathbf{F}^{e}=\mathbf{J} \times \mathbf{B}+\mathbf{F}^{\prime} \tag{23}
\end{equation*}
$$

Here, $\mathbf{J} \times \mathbf{B}=-I_{a} B_{z} \mathbf{e}_{\theta} / 2 \pi r$ is the Lorentz force. $\mathbf{F}^{\prime}=F_{\theta}^{\prime} \mathbf{e}_{\theta}$ is the mechanical force acting in the tangential direction of the disc. The velocity of the fluid motion $\tilde{\mathbf{v}}$ is regarded as the angular velocity of the disc $\mathbf{v}$. In this case, $\rho(\tilde{\mathbf{v}} \cdot \nabla) \tilde{\mathbf{v}}$ vanishes because the velocity $\tilde{\mathbf{v}}$ is given by $\tilde{\mathbf{v}}=\mathbf{v}=r \omega_{a} \mathbf{e}_{\theta}$. Thus, equation (22) is reduced to

$$
\begin{equation*}
\rho r \frac{\mathrm{~d} \omega_{a}}{\mathrm{~d} t}=-\frac{B_{z}}{2 \pi r} I_{a}+F_{\theta}^{\prime} . \tag{24}
\end{equation*}
$$

In order to find the total torque, both sides of equation (24) are multiplied by the radius of disc $\mathbf{r}=r \mathbf{e}_{r}$ and integrated throughout the volume of the disc:

$$
\begin{equation*}
\int_{S} \rho r^{2} \mathrm{~d} S \frac{\mathrm{~d} \omega_{a}}{\mathrm{~d} t}=-\int_{S} r \frac{B_{z}}{2 \pi r} I_{a} \mathrm{~d} S+\int_{S} r F_{\theta}^{\prime} \mathrm{d} S . \tag{25}
\end{equation*}
$$

The integrand on the left-hand side of equation (25) is the inertial moment of disc. The first and second terms on the right-hand side of equation (25) express the mutual-inductance and driving couple, respectively. Thus, the mechanical equation of motion is given by

$$
\begin{equation*}
J_{2}^{2} \frac{\mathrm{~d} \omega_{a}}{\mathrm{~d} t}=-M_{11}^{2}\left(I_{a}\right)^{2}+F^{2} \tag{26}
\end{equation*}
$$

where the relation $M_{11}^{2} I_{a} \equiv h^{2} B_{z} / 2$ is used. The constants $J_{2}^{2}$ and $F^{2}$ are regarded as the inertial moment of the disc and the driving couple, respectively. The upper index 2 of the coefficients denotes the mechanical part of the one-disc dynamo system. Thus, the following proposition can be obtained:

Proposition 2. The mechanical equation of motion for the one-disc dynamo system can be expressed by

$$
\begin{equation*}
J_{2}^{2} \frac{\mathrm{~d} \omega_{a}}{\mathrm{~d} t}=F^{2}-M_{11}^{2}\left(I_{a}\right)^{2} \tag{27}
\end{equation*}
$$

where $J_{2}^{2}$ and $F^{2}$ are the inertial moment of the disc and the driving couple, respectively.
Equations (21) and (27) are the equations of motion for the one-disc dynamo system.

### 3.2. The equations of motion for the Rikitake system

Rikitake [33] has considered a two-disc dynamo system as system I and system II (figure 2). The rotation of disc I $\left(\omega^{1}\right)$ in initial magnetic field induces a current of system I $\left(I^{1}\right)$ which produces a magnetic field $\mathbf{B}_{2}$ through disc II. The interaction between the magnetic field $\mathbf{B}_{2}$ and rotation of disc II $\left(\omega^{2}\right)$ induces a current of system II $\left(I^{2}\right)$ which produces a magnetic field $\mathbf{B}_{1}$ through disc I. The interaction between $\mathbf{B}_{1}$ and rotation of disc I regenerates the current $I^{1}$ which reinforces the initial magnetic field. This feedback system maintains the


Figure 2. The Rikitake system (modified from a figure in [33]).
magnetic field of the Rikitake system. The dynamo process is given by the coupled one-disc dynamo systems. Hence, the equations of motion for the Rikitake system are obtained from propositions 1 and 2 [33]:

Theorem 3. In the Rikitake system, the equations of motion are given by

$$
\begin{array}{ll}
L_{1}^{1} \frac{\mathrm{~d} I^{1}}{\mathrm{~d} t}+R_{1}^{1} I^{1}=M_{23}^{1} I^{2} \omega^{1}, & L_{2}^{2} \frac{\mathrm{~d} I^{2}}{\mathrm{~d} t}+R_{2}^{2} I^{2}=M_{14}^{2} I^{1} \omega^{2},  \tag{28}\\
J_{3}^{3} \frac{\mathrm{~d} \omega^{1}}{\mathrm{~d} t}=F^{3}-M_{12}^{3} I^{1} I^{2}, & J_{4}^{4} \frac{\mathrm{~d} \omega^{2}}{\mathrm{~d} t}=F^{4}-M_{12}^{4} I^{1} I^{2},
\end{array}
$$

where the variables, $I^{i}$ and $\omega^{i}$, represent the current and angular velocity with the subscripts corresponding to the system number I or II, respectively. The coefficients are all positive constants. The $\left(L_{1}^{1}, L_{2}^{2}\right),\left(R_{1}^{1}, R_{2}^{2}\right),\left(J_{3}^{3}, J_{4}^{4}\right)$ and $\left(F^{3}, F^{4}\right)$ are the self-inductances, resistances, moments of inertia and couples, respectively. The indices of the coefficients 1 and 2 express the electrical part of system I and II, respectively. The indices of the coefficients 3 and 4 express the mechanical part of system I and II, respectively. $M_{j k}^{i}$ is the mutual-inductance of system I and system II. For example, $M_{23}^{1}$ is the interaction between variables with the lower indices, the current $I^{2}$ and the angular velocity $\omega^{1}$, with respect to variable with upper index of the current $I^{1}$.

With the aid of symmetry,
$L_{1}^{1}=L_{2}^{2}, \quad M_{23}^{1}=M_{14}^{2}=M_{12}^{3}=M_{12}^{4}, \quad J_{3}^{3}=J_{4}^{4}, \quad R_{1}^{1}=R_{2}^{2}, \quad F^{3}=F^{4}$,
the equations of motion (28) can be written in dimensionless form (not tensor form) as
$\frac{\mathrm{d} I^{1}}{\mathrm{~d} t}=-\mu I^{1}+I^{2} \omega^{1}, \quad \frac{\mathrm{~d} I^{2}}{\mathrm{~d} t}=-\mu I^{2}+I^{1} \omega^{2}, \quad \frac{\mathrm{~d} \omega^{1}}{\mathrm{~d} t}=1-I^{1} I^{2}$,
where $\omega^{2}=\omega^{1}-v$ and $v=\mu\left\{(k)^{2}-(k)^{-2}\right\}$. The $\mu$ and $k$ are constants.
These equations for the Rikitake system are equivalent to equations of motion in the case of theory of magnetohydrodynamic dynamo. In the same way of the disc dynamo system, Faraday's and Ohm's laws give the induction equations in the case of magnetohydrodynamic dynamo theory [28]:

$$
\begin{equation*}
\frac{\partial \mathbf{B}}{\partial t}=-\frac{1}{\sigma} \nabla \times(\nabla \times \mathbf{B})+\nabla \times(\tilde{\mathbf{v}} \times \mathbf{B}) . \tag{31}
\end{equation*}
$$

The resistance term $R_{j}^{i} I^{j}$ in (28) corresponds to the diffusion term in the first one on the righthand side of equation (31). The electromotive force $M_{j k}^{i} I^{j} \omega^{k}$ generated by the rotating disc in (28) is equivalent to the electromotive force due to the interaction between the fluid motion and magnetic flux in the second term on the right-hand side of equation (31). Therefore, the electrical equations of motion correspond to the induction equations.

Moreover, the variables and terms in the equations of motion (28) express characteristics of the magnetohydrodynamic dynamo action [28]. The current $I^{1}$ can be regarded as the total toroidal current. The angular velocity $\omega^{2}$ represents the mean differential rotation in the core. This differential rotation is generated by the driving force $F^{4}$. Therefore, the term $M_{14}^{2} I^{1} \omega^{2}$ represents the production of toroidal magnetic field due to the $\omega$-effect. On the other hand, the current $I^{2}$ can be regarded as the total poloidal current. The angular velocity $\omega^{1}$ represents a measure of the intensity of the $\alpha$-effect which is generated by the driving force $F^{3}$. Therefore, the term $M_{23}^{1} I^{2} \omega^{1}$ represents the production of the poloidal magnetic field due to the $\alpha$-effect. These $\omega$ - and $\alpha$-effects reinforce the original magnetic field. Hence, these feedback processes of the Rikitake system correspond to the $\alpha \omega$-dynamo system.

## 4. Geometrical description of the Rikitake system

In this section, the equations of motion (28) are regarded as a semispray on the tangent bundle. Then, from the KCC-theory, geometrical invariants of the Rikitake system are obtained. In the following, the Latin indices $i, j, k, \ldots$ run from 1 to 4 .

### 4.1. The semispray of the Rikitake system

Let $\left(x^{i}\right)=\left(q^{1}, q^{2}, \theta^{1}, \theta^{2}\right)$ be the natural coordinates. The coordinates $x^{1}$ and $x^{2}$ are interpreted as the electric charges $q^{1}$ and $q^{2}$ in the system I and II, respectively. On the other hand, the $x^{3}$ and $x^{4}$ are interpreted as the angles of the rotating discs $\theta^{1}$ and $\theta^{2}$ in the system I and II, respectively. Let $\left(x^{i}, y^{i}\right)$ denote natural coordinates in a local chart of the tangent bundle, where $y^{i}=\left(I^{1}, I^{2}, \omega^{1}, \omega^{2}\right)$.

In order to obtain a geometrical description of the Rikitake system, the equations of motion (28) need to be brought into the form of a semispray (5). In the case of $i=1$, the equation of motion for the electrical part of system I,

$$
\begin{equation*}
I^{1}=\frac{\mathrm{d} q^{1}}{\mathrm{~d} t}, \quad L_{1}^{1} \frac{\mathrm{~d} I^{1}}{\mathrm{~d} t}+R_{1}^{1} I^{1}=M_{23}^{1} I^{2} \omega^{1} \tag{32}
\end{equation*}
$$

can be regarded as

$$
\begin{equation*}
y^{1}=\frac{\mathrm{d} x^{1}}{\mathrm{~d} t}, \quad \frac{\mathrm{~d} y^{1}}{\mathrm{~d} t}+2 G^{1}\left(t, x^{j}, y^{j}\right)=0 \tag{33}
\end{equation*}
$$

By comparing both equations (32) and (33), the coefficient $G^{1}$ is

$$
\begin{equation*}
G^{1}\left(t, x^{j}, y^{j}\right)=-\frac{M_{23}^{1}}{2 L_{1}^{1}} y^{2} y^{3}+\frac{R_{1}^{1}}{2 L_{1}^{1}} y^{1} . \tag{34}
\end{equation*}
$$

From the definition $N_{j}^{i}=\partial G^{i} / \partial y^{j}$, the nonlinear connection $N_{j}^{1}$ is

$$
\begin{equation*}
N_{j}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}}\left(\delta_{j}^{2} y^{3}+\delta_{j}^{3} y^{2}\right)+\frac{R_{1}^{1}}{2 L_{1}^{1}} \delta_{j}^{1} \tag{35}
\end{equation*}
$$

Moreover, from $N_{j}^{1}$, the Berwald connection $G_{j k}^{1}$ is

$$
\begin{equation*}
G_{j k}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}}\left(\delta_{k}^{2} \delta_{j}^{3}+\delta_{k}^{3} \delta_{j}^{2}\right) \tag{36}
\end{equation*}
$$

Therefore, the components of the nonlinear connection $N_{j}^{1}$ and the Berwald connection $G_{j k}^{1}$ can be expressed as
$N_{1}^{1}=\frac{R_{1}^{1}}{2 L_{1}^{1}}, \quad N_{2}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}} y^{3}, \quad N_{3}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}} y^{2}, \quad G_{23}^{1}=G_{32}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}}$.
Thus, the equations of motion (32) or (33) can be rewritten as follows:

$$
\begin{equation*}
y^{1}=\frac{\mathrm{d} x^{1}}{\mathrm{~d} t}, \quad \frac{\mathrm{~d} y^{1}}{\mathrm{~d} t}+2 G_{23}^{1} y^{2} y^{3}+2 N_{1}^{1} y^{1}=0 \tag{37}
\end{equation*}
$$

Similarly, for $i=2,3,4$, the equations of motion can be rewritten as follows:

$$
\begin{array}{ll}
y^{2}=\frac{\mathrm{d} x^{2}}{\mathrm{~d} t}, & \frac{\mathrm{~d} y^{2}}{\mathrm{~d} t}+2 G_{14}^{2} y^{1} y^{4}+2 N_{2}^{2} y^{2}=0 \\
y^{3}=\frac{\mathrm{d} x^{3}}{\mathrm{~d} t}, & \frac{\mathrm{~d} y^{3}}{\mathrm{~d} t}+2 G_{12}^{3} y^{1} y^{2}=f^{3} \\
y^{4}=\frac{\mathrm{d} x^{4}}{\mathrm{~d} t}, & \frac{\mathrm{~d} y^{4}}{\mathrm{~d} t}+2 G_{12}^{4} y^{1} y^{2}=f^{4} \tag{40}
\end{array}
$$

where $f^{3}$ and $f^{4}$ are defined as

$$
\begin{equation*}
f^{3} \equiv \frac{F^{3}}{J_{3}^{3}} \quad \text { and } \quad f^{4} \equiv \frac{F^{4}}{J_{4}^{4}} \tag{41}
\end{equation*}
$$

As a result, the equations of motion (28) and the semispray with the nonlinear connection are

$$
\begin{align*}
& y^{i}=\frac{\mathrm{d} x^{i}}{\mathrm{~d} t}, \quad \frac{\mathrm{~d} y^{i}}{\mathrm{~d} t}=-G_{j k}^{i} y^{j} y^{k}+\gamma_{j}^{i} y^{j}+f^{i},  \tag{42}\\
& S=y^{i} \frac{\partial}{\partial x^{i}}-\left(G_{j k}^{i} y^{j} y^{k}-\gamma_{j}^{i} y^{j}-f^{i}\right) \frac{\partial}{\partial y^{i}},  \tag{43}\\
& N_{j}^{i}=G_{j k}^{i} y^{k}-\frac{1}{2} \gamma_{j}^{i} . \tag{44}
\end{align*}
$$

Here, the coefficients $G_{j k}^{i}, \gamma_{j}^{i}$ and $f^{i}$ are
$\left\{\begin{array}{l}G_{23}^{1}=G_{32}^{1}=-\frac{M_{23}^{1}}{2 L_{1}^{1}}, G_{14}^{2}=G_{41}^{2}=-\frac{M_{14}^{2}}{2 L_{2}^{2}}, \\ G_{12}^{3}=G_{21}^{3}=\frac{M_{12}^{3}}{2 J_{3}^{3}}, G_{12}^{4}=G_{21}^{4}=\frac{M_{12}^{4}}{2 J_{4}^{4}},\end{array}\right.$
$\gamma_{1}^{1}=-2 N_{1}^{1}=-\frac{R_{1}^{1}}{L_{1}^{1}}, \quad \gamma_{2}^{2}=-2 N_{2}^{2}=-\frac{R_{2}^{2}}{L_{2}^{2}}, \quad \gamma_{3}^{3}=\gamma_{4}^{4}=0$,
$f^{1}=f^{2}=0, \quad f^{3}=\frac{F^{3}}{J_{3}^{3}}, \quad f^{4}=\frac{F^{4}}{J_{4}^{4}}$.
The tensor expression (45) tells us that the constant Berwald connection $G_{j k}^{i}$ plays an important role in the interaction between the electrical and mechanical systems. For example, $G_{23}^{1}$ denotes the interaction between the poloidal current $I^{2}$ and the angular velocity $\omega^{1}$ which is the intensity of $\alpha$-effect. The nonlinear connection is given by a base connection in Finsler
space; $\delta y^{i} / \mathrm{d} t=\mathrm{d} y^{i} / \mathrm{d} t+N_{j}^{i} y^{j}$. Therefore, the nonlinear connection expresses the interaction between the $\left(y^{i}\right)$-field and $\left(y^{j}\right)$-field.

The Rikitake system does not behave chaotically when there is a constant of motion for the semispray (43). The non-chaotic behaviour is given by the condition that the discs of the Rikitake system rotate with the similar angular velocity, that is $\omega^{1}=\omega^{2}$. In addition, the coefficients of the Rikitake system should satisfy the symmetry condition (29). Under the conditions of non-chaotic behaviour, there exists a vector field called the symmetric generator [37]

$$
\begin{equation*}
X=\left\{\left(y^{1}\right)^{2}-\left(y^{2}\right)^{2}\right\} \exp (2 L R t) \frac{\partial}{\partial t} \tag{48}
\end{equation*}
$$

where $L \equiv L_{1}^{1}=L_{2}^{2}$ and $R \equiv R_{1}^{1}=R_{2}^{2}$. The symmetric generator satisfies the Lie bracket relation $[X, S]=\mathcal{F} X=0$ given in theorem 1, i.e. the real valued function $\mathcal{F}$ is equal to zero. On the other hand, the divergence of semispray (43) is $\operatorname{div}_{\Omega} S=-2 L R=$ constant. Therefore, the Lie derivative of the semispray vanishes, i.e. $L_{X} \operatorname{div}_{\Omega} S=0$. Consequently, from equation (7), the Lie derivative for the constant of motion $Y \equiv \operatorname{div}_{\Omega} X$ vanishes [37], i.e. $L_{S} Y=0$. The existence of the constant of motion $Y$ means that trajectories of the Rikitake system are constrained on a certain plane in the phase space. In other words, the Rikitake system with the constant of motion becomes a holonomic system and hence does not behave chaotically.

### 4.2. Application of the KCC-theory to the Rikitake system in film space

The chaotic behaviour of the Rikitake system can be geometrically expressed by the KCCtheory. The behaviour of the Rikitake system can be described by the world line in $(4+1)$ dimensional space-time, whose four-dimensional projection is observed as the usual trajectory. For Greek indices $\alpha, \beta, \gamma=0,1,2,3,4, x^{0}=t \in \mathbf{R}$ and $\mathrm{d} x^{0} / \mathrm{d} t=1$, the connection coefficients are

$$
\begin{array}{lll}
\Gamma_{\beta \gamma}^{\alpha}=\Gamma_{j k}^{i}+\Gamma_{j 0}^{i}+\Gamma_{0 j}^{i}+\Gamma_{00}^{i}+\Gamma_{j k}^{0}, & \Gamma_{j k}^{i}=G_{j k}^{i} \\
\Gamma_{j 0}^{i}=-\frac{1}{2} \gamma_{j}^{i}=\Gamma_{0 j}^{i}, & \Gamma_{00}^{i}=-f^{i}, & \Gamma_{\beta \gamma}^{0}=0 \tag{49}
\end{array}
$$

Then, the system (42) is

$$
\begin{equation*}
\frac{\mathrm{d} x^{\alpha}}{\mathrm{d} t}=y^{\alpha}, \quad \frac{\mathrm{d} y^{\alpha}}{\mathrm{d} t}=-\Gamma_{\beta \gamma}^{\alpha} y^{\beta} y^{\gamma} \tag{50}
\end{equation*}
$$

Moreover, equation (50) can be rewritten in the Pfaffian form as

$$
\begin{equation*}
\mathrm{d} x^{\alpha}-y^{\alpha} \mathrm{d} t=0, \quad \mathrm{~d} y^{\alpha}+\Gamma_{\gamma}^{\alpha} y^{\gamma}=0, \tag{51}
\end{equation*}
$$

where $\Gamma_{\gamma}^{\alpha}$ is a $(4+1) \times(4+1)$ matrix valued connection 1-form: $\Gamma=\left(\Gamma_{\gamma}^{\alpha}\right)=\left(\Gamma_{\beta \gamma}^{\alpha} \mathrm{d} x^{\beta}\right)$. The components of the connection 1 -form $\Gamma$ can be expressed by

$$
\left(\Gamma_{\gamma}^{\alpha}\right)=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
\Gamma_{0}^{1} & 0 & \Gamma_{2}^{1} & \Gamma_{3}^{1} & 0 \\
\Gamma_{0}^{2} & \Gamma_{1}^{2} & 0 & 0 & \Gamma_{4}^{2} \\
\Gamma_{0}^{3} & \Gamma_{1}^{3} & \Gamma_{2}^{3} & 0 & 0 \\
\Gamma_{0}^{4} & \Gamma_{1}^{4} & \Gamma_{2}^{4} & 0 & 0
\end{array}\right)
$$

$$
=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{52}\\
\Gamma_{10}^{1} \mathrm{~d} x^{1} & 0 & \Gamma_{32}^{1} \mathrm{~d} x^{3} & \Gamma_{23}^{1} \mathrm{~d} x^{2} & 0 \\
\Gamma_{20}^{2} \mathrm{~d} x^{2} & \Gamma_{41}^{2} \mathrm{~d} x^{4} & 0 & 0 & \Gamma_{14}^{2} \mathrm{~d} x^{1} \\
\Gamma_{00}^{3} \mathrm{~d} x^{0} & \Gamma_{21}^{3} \mathrm{~d} x^{2} & \Gamma_{12}^{3} \mathrm{~d} x^{1} & 0 & 0 \\
\Gamma_{00}^{4} \mathrm{~d} x^{0} & \Gamma_{21}^{4} \mathrm{~d} x^{2} & \Gamma_{12}^{4} \mathrm{~d} x^{1} & 0 & 0
\end{array}\right) .
$$

The formalization of this extended space called the film space [21,35] is adopted in view of the effect of geometrization. From these film space notations, the KCC-theory can be applied to the Rikitake system. The geometrical objects are then obtained as follows.

### 4.3. First invariant

The first invariant of the Rikitake system is given by (9):
$\epsilon^{1}=\frac{R_{1}^{1}}{2 L_{1}^{1}} I^{1}, \quad \epsilon^{2}=\frac{R_{2}^{2}}{2 L_{2}^{2}} I^{2}, \quad \epsilon^{3}=-\frac{F^{3}}{J_{3}^{3}}, \quad \epsilon^{4}=-\frac{F^{4}}{J_{4}^{4}}$.
Thus, the first invariant represents the voltages $R_{1}^{1} I^{1}, R_{2}^{2} I^{2}$ and the driving couples $F^{3}, F^{4}$, i.e. the first invariant of the Rikitake system is the external force.

### 4.4. Second invariant and the variational equation of the Rikitake system

Next, let us investigate the Jacobi stability of the Rikitake system. When the trajectories of the charge or angle $x^{i}$ deviate from the normal paths, i.e. $\bar{x}^{i}(t)=x^{i}(t)+\xi^{i}(t) \eta$, the variational equation (12) gives the behaviour of the deviated trajectories [4]:

$$
\begin{equation*}
\frac{D^{2} \xi^{i}}{\mathrm{~d} t^{2}}+P_{\alpha \beta l}^{i} y^{\alpha} y^{\beta} \xi^{l}=0, \tag{54}
\end{equation*}
$$

where $P_{j k l}^{i}, P_{0 k l}^{i}$ and $P_{00 l}^{i}$ are
$P_{j k l}^{i}=2\left(\frac{\partial \Gamma_{j[k}^{i}}{\partial x^{l]}}+\Gamma_{j[k}^{m} \Gamma_{l] m}^{i}+N_{[k}^{r} D_{l] r j}^{i}\right), \quad \frac{\partial \Gamma_{j[k}^{i}}{\partial x^{l]}} \equiv \frac{1}{2}\left(\frac{\partial \Gamma_{j k}^{i}}{\partial x^{l}}-\frac{\partial \Gamma_{j l}^{i}}{\partial x^{k}}\right)$,
$P_{0 k l}^{i}=\frac{1}{2}\left(\gamma_{l \mid k}^{i}-\gamma_{k \mid l}^{i}\right), \quad \gamma_{l \mid k}^{i} \equiv \frac{\partial \gamma_{l}^{i}}{\partial x^{k}}-N_{k}^{h} \frac{\partial \gamma_{l}^{i}}{\partial y^{h}}+\gamma_{l}^{m} \Gamma_{m k}^{i}-\gamma_{m}^{i} \Gamma_{l k}^{m}$,
$P_{00 l}^{i}=\frac{1}{2} \frac{\partial \gamma_{l}^{i}}{\partial t}-\Gamma_{m l}^{i} f^{m}-\frac{1}{4} \gamma_{m}^{i} \gamma_{l}^{m}$.
In the field of engineering, this variational equation is called the hunting equation introduced by Kron in order to study the stability of electrical machine systems [23].

In case of the Rikitake system, the coefficients (55), (56) and (57) can be calculated as follows. The Douglas tensor $D_{j k l}^{i}$ as the fifth invariant vanishes because the equations of motion (28) are quadratic differential equations whose coefficients are all constants. This shows that the fourth invariant $P_{j k l}^{i}$ can be reduced to the usual Riemannian curvature tensor:

$$
\begin{equation*}
P_{j k l}^{i}=2 \Gamma_{j[k}^{m} \Gamma_{l] m}^{i} \tag{58}
\end{equation*}
$$

Moreover, the dissipation terms of (42) can be shown to be $P_{0 k l}^{i}$ and $P_{00 l}^{i}$ as

$$
\begin{equation*}
P_{0 k l}^{i}=\gamma_{[l}^{m} \Gamma_{k] m}^{i}, \quad P_{00 l}^{i}=-\Gamma_{l h}^{i} f^{h}-\frac{1}{4} \gamma_{m}^{i} \gamma_{l}^{m} . \tag{59}
\end{equation*}
$$

Thus, we can determine the instability of the deviated path from the variational equations:
$\frac{D^{2} \xi^{r}}{\mathrm{~d} t^{2}}+\left\{2 \Gamma_{j[k}^{m} \Gamma_{l] m}^{r} y^{j} y^{k}+\left(-\gamma_{j}^{m} \Gamma_{m l}^{r}+\frac{1}{2} \gamma_{l}^{m} \Gamma_{m j}^{r}+\frac{1}{2} \gamma_{m}^{r} \Gamma_{l j}^{m}\right) y^{j}-\Gamma_{l h}^{r} f^{h}-\frac{1}{4} \gamma_{m}^{r} \gamma_{l}^{m}\right\} \xi^{l}=0$,
$\frac{D^{2} \xi^{s}}{\mathrm{~d} t^{2}}+\left\{2 \Gamma_{j[k}^{m} \Gamma_{l] m}^{s} y^{j} y^{k}+\left(-\gamma_{j}^{m} \Gamma_{m l}^{s}+\frac{1}{2} \gamma_{l}^{m} \Gamma_{m j}^{s}+\frac{1}{2} \gamma_{m}^{s} \Gamma_{l j}^{m}\right) y^{j}\right\} \xi^{l}=0$,
where the subscripts $i=1,2,3,4$ are divided into electrical deviations $r=1,2$ and mechanical deviations $s=3,4$. The Jacobi field equation can also be obtained from the Lie derivative of the connection in film space along the deviation vector $\xi^{i}$ [40]. The connection can be expressed by the mutual-inductances as the interaction between electrical and mechanical systems. Therefore, the Jacobi equation gives the change in interaction along the deviated direction $\xi^{i}$.

### 4.5. Third invariant

The third invariant is obtained by differentiating $P_{j}^{i}$ and $P_{k}^{i}$ with respect to $y^{k}$ and $y^{j}$, respectively:

$$
\begin{equation*}
P_{j k}^{i}=2 \Gamma_{m[j}^{i} N_{k]}^{m} . \tag{62}
\end{equation*}
$$

Because of the existence of the torsion tensor, the trajectories of the Rikitake system are not in a closed loop which implies periodic oscillation. Therefore, the torsion tensor $P_{j k}^{i}$ expresses the aperiodic reversals of the magnetic field.

## 5. Discussions and conclusion

### 5.1. Relationship between geometrical objects and the magnetic field

In this section, the relation between geometrical objects and the behaviour of the magnetic field is investigated. As mentioned in section 2, the curvatures $P_{j k l}^{i}, D_{j k l}^{i}$ and the torsion $P_{j k}^{i}$ survive in the Berwald space. On the other hand, as mentioned in section 4, the Douglas tensor as curvature tensor $D_{j k l}^{i}$ disappears in the Rikitake system. Therefore, two geometrical objects, i.e. the curvature $P_{j k l}^{i}$ (or $P_{l}^{i}$ ) and the torsion $P_{j k}^{i}$, express the states of the Rikitake system. Moreover, the torsion tensor expresses the deviation curvature as follows:

$$
\begin{equation*}
P_{j}^{i}=P_{k j}^{i} y^{k}+P_{0 j}^{i} \tag{63}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0 j}^{i}=\epsilon_{\mid j}^{i}=\frac{1}{2}\left(\Gamma_{j k}^{m} \gamma_{m}^{i}-\Gamma_{m j}^{i} \gamma_{k}^{m}\right) y^{k}-\frac{1}{4} \gamma_{m}^{i} \gamma_{j}^{m}-f^{m} \Gamma_{m j}^{i} \tag{64}
\end{equation*}
$$

From this relation, it can be seen that the torsion tensor influences the Jacobi stability for the deviated trajectories. In the Rikitake system, the torsion tensor is geometrically a more fundamental object than the curvature tensor. Therefore, we first discuss the influence of the torsion tensor on the chaotic behaviour of the Rikitake system.

Let us investigate the components of the torsion tensor. From (62), the torsion tensor with respect to the current $I^{1}, P_{j k}^{1}$, is
$P_{12}^{1}=-\Gamma_{23}^{1} N_{1}^{3}=\frac{1}{4} \frac{M_{23}^{1}}{L_{1}^{1}} \frac{M_{12}^{3}}{J_{3}^{3}} I^{2}, \quad P_{13}^{1}=-\Gamma_{23}^{1} N_{1}^{2}=-\frac{1}{4} \frac{M_{23}^{1}}{L_{1}^{1}} \frac{M_{14}^{2}}{L_{2}^{2}} \omega^{2}$,


Figure 3. Numerical results for different initial conditions. $\mu=1.2$, and $v=4.5$. Top: $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(1.0,4.0,2.1)$ and bottom: $(2.5,4.0,2.1)$.
$P_{23}^{1}=-\Gamma_{23}^{1} N_{2}^{2}=\frac{1}{4} \frac{M_{23}^{1}}{L_{1}^{1}} \frac{R_{2}^{2}}{L_{2}^{2}}, \quad P_{43}^{1}=-\Gamma_{23}^{1} N_{4}^{2}=-\frac{1}{4} \frac{M_{23}^{1}}{L_{1}^{1}} \frac{M_{41}^{2}}{L_{2}^{2}} I^{1}$.
Similarly, $P_{j k}^{2} \propto \Gamma_{14}^{2}, P_{j k}^{3} \propto \Gamma_{12}^{3}$ and $P_{j k}^{4} \propto \Gamma_{12}^{4}$. The torsion tensor $P_{j k}^{1}$ can be expressed by the mutual-inductance $\Gamma_{23}^{1}$ as the interaction between electrical field ( $y^{2}$ ) and mechanical field $\left(y^{3}\right)$, i.e. the interaction between the poloidal current field $I^{2}$ and the intensity of the $\alpha$-effect $\omega^{1}$. Moreover, the components of the torsion tensor $P_{j k}^{1}$ can be expressed by the nonlinear connection $N_{j}^{i}$ as the projection of the $\left(y^{i}\right)$-field into the $\left(y^{j}\right)$-field. For example, in $P_{12}^{1}$, the poloidal current $I^{2}$ and the $\alpha$-effect $\omega^{1}$ interact with each other. Then, the $\alpha$-effect $\omega^{1}$ also interacts with the toroidal current $I^{1}$. These two interactions, $M_{j h}^{i}$ and $N_{k}^{h}$, thus express the torsion tensor $P_{j k}^{i}$ and cause the chaotic behaviour of the Rikitake system.

Next, let us consider the effect of the torsion tensor on the second invariant $P_{l}^{i}$. Using the dimensionless form (30), we obtain the electrical deviation tensor:

$$
4 P_{l}^{r}=\left(\begin{array}{cc}
-\left(y^{3}\right)^{2}+\left(y^{2}\right)^{2}-\mu^{2} & -y^{1} y^{2}+2 \mu y^{3}+2  \tag{67}\\
-y^{1} y^{2}+2 \mu y^{3}-2 \mu v+2 & -\left(y^{3}\right)^{2}+\left(y^{1}\right)^{2}+v y^{3}-\mu^{2}
\end{array}\right) .
$$

The deviation curvature tensor determines the behaviour of trajectories when the initial conditions are varied. For example, let us consider the case when $\mu=1.2, v=$ 4.5 and the initial condition changes from $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(1.0,4.0,2.1)$ to $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(2.5,4.0,2.1)$. From these and equation (30), the computed time series and trajectories of current $I^{1}$ and $I^{2}$ in phase space are shown in figure 3; the top figure corresponds to $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(1.0,4.0,2.1)$ and the bottom one to $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(2.5,4.0,2.1)$. In the case of $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(1.0,4.0,2.1)$, the real part of the eigenvalues of the deviation curvature tensor is positive $\lambda=1.84$. Similarly,
in the case of $\left(y^{1}(0), y^{2}(0), y^{3}(0)\right)=(2.5,4.0,2.1)$, the deviation curvature tensor has positive eigenvalues $\lambda_{1}, \lambda_{2}=0.90,4.10$. Hence, from theorem 2 , the deviation curvature tensor shows that field trajectories in figure 3 are Jacobi unstable.

Next, a special case of the deviation curvature tensor is considered, i.e. when there is no torsion tensor $P_{j k}^{i}$ or interaction $M_{j k}^{i}$. In this case, from relation (63), the deviation curvature tensor $P_{j}^{i}$ is determined by only $P_{0 j}^{i}$. Then, the deviation curvature tensor has the eigenvalues as $\lambda=-\left(R_{1}^{1}\right)^{2} / 4,-\left(R_{2}^{2}\right)^{2} / 4<0$ and $\lambda=0$, i.e. the trajectories of the system are Jacobi stable. Therefore, the existence of the torsion tensor determines the instability of the deviated trajectories. Hence, the torsion tensor can be expressed by the mutual-inductances as the interaction between mechanical and electrical systems which causes the chaotic behaviour of the Rikitake system.

### 5.2. Chaotic behaviour of the Rikitake system and the topological invariant

By a topological invariant or magnetic helicity, the chaotic behaviour of the Rikitake system can be related to a magnetohydrodynamic motion in dynamo action.

The magnetic helicity of field $\mathbf{B}$ in $K$ flux tubes with a vector potential $\mathbf{A}$ is defined by [8]:

$$
\begin{align*}
H(\mathbf{B}) & =\int_{V} \mathbf{A} \cdot \mathbf{B} \mathrm{~d} V \\
& \approx \sum_{i=1}^{K} \mathscr{T}_{i}\left(\Phi^{i}\right)^{2}+\sum_{i, j=1}^{K} \mathscr{L}_{i j} \Phi^{i} \Phi^{j} \tag{68}
\end{align*}
$$

where $\Phi^{i}$ is the magnetic flux and $V$ is a domain in $\mathbf{R}^{3} . \mathscr{T}_{i}$ is the self-helicity of a flux tube $i$ and $\mathscr{L}_{i j}$ is the mutual-helicity of flux tubes $i$ and $j$. By regarding the potential $\mathbf{A}$ and the field $\mathbf{B}$ as a connection 1-form $\Gamma$ and a curvature 2-form $\Gamma \wedge \Gamma$, the magnetic helicity can be expressed by the Chern-Simons number [20]:

$$
\begin{equation*}
\mathrm{CS} \approx \int \operatorname{tr}\left(\Gamma \wedge \mathrm{~d} \Gamma+\frac{2}{3} \Gamma \wedge \Gamma \wedge \Gamma\right) \tag{69}
\end{equation*}
$$

where the potential $\Gamma=\left(\Gamma_{k}^{i}\right)=\left(\Gamma_{j k}^{i} \mathrm{~d} x^{j}\right)$ is given by the spatial components of the connection coefficient (49). The $\wedge$ is an exterior product. In the Rikitake system, the term $\Gamma \wedge \mathrm{d} \Gamma$ vanishes because the connection coefficients $\Gamma_{j k}^{i}$ are all constant. On the other hand, the term $\operatorname{tr}(\Gamma \wedge \Gamma \wedge \Gamma)$ is
$\operatorname{tr}(\Gamma \wedge \Gamma \wedge \Gamma)=3\left(\Gamma_{23}^{1} \Gamma_{12}^{3} \Gamma_{41}^{2} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{4}-\Gamma_{32}^{1} \Gamma_{14}^{2} \Gamma_{21}^{4} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{3}\right)$.
Hence, the helicity or the Chern-Simons number of the Rikitake system is

$$
\begin{align*}
\mathrm{CS} & \approx 2 \int\left(\Gamma_{23}^{1} \Gamma_{12}^{3} \Gamma_{41}^{2} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{4}-\Gamma_{32}^{1} \Gamma_{14}^{2} \Gamma_{21}^{4} \mathrm{~d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \mathrm{~d} x^{3}\right) \\
& =2 \int \frac{M_{14}^{2}}{L_{1}^{1}} \mathrm{~d} x^{1} \wedge \frac{M_{23}^{1}}{L_{2}^{2}} \mathrm{~d} x^{2} \wedge\left(\frac{M_{12}^{3}}{J_{3}^{3}} \mathrm{~d} x^{4}-\frac{M_{12}^{4}}{J_{4}^{4}} \mathrm{~d} x^{3}\right) \tag{70}
\end{align*}
$$

where the mutual-inductances express the helicity. As mentioned in 5.1, the mutualinductances in the torsion tensor imply the interactions which cause a chaotic behaviour. Therefore, the helicity can be related to the chaotic behaviour of the Rikitake system. Moreover, the existence of helicity is determined by the mechanical parts, $M_{12}^{3} \mathrm{~d} x^{4} / J_{3}^{3}$ and $M_{12}^{4} \mathrm{~d} x^{3} / J_{4}^{4}$. Therefore, the helicity vanishes when the coefficients satisfy $M_{12}^{3}=M_{12}^{4}, J_{3}^{3}=$ $J_{4}^{4}$ and the two discs rotate with similar angular velocities, $\omega^{1}=\omega^{2}$ or $\mathrm{d} x^{3}=\mathrm{d} x^{4}$. This state of non-helicity is equivalent to the non-chaotic behaviour of the Rikitake system because of the
unique invariant $X=\left\{\left(y^{1}\right)^{2}-\left(y^{2}\right)^{2}\right\} \exp (-2 R L t)$ [24, 25, 37]. In magnetohydrodynamics, the existence of helicity expresses a turbulent state due to the $\alpha$-effect [32]. Therefore, the helicity in equation (70) shows that the chaotic behaviour of the Rikitake system can be regarded as the turbulence motion in the magnetohydrodynamic dynamo.

In the case when the helicity does not vanish, the Chern-Simons number (70) can be integrated over the circuit of system I, II and the angle of disc, respectively;

$$
\begin{align*}
\mathrm{CS} & =2 \int_{\mathrm{I}} \frac{M_{14}^{2}}{L_{1}^{1}} \mathrm{~d} x^{1} \int_{\mathrm{II}} \frac{M_{23}^{1}}{L_{2}^{2}} \mathrm{~d} x^{2}\left(\int_{0}^{2 \pi} \frac{M_{12}^{3}}{J_{3}^{3}} \mathrm{~d} x^{4}-\int_{0}^{2 \pi} \frac{M_{12}^{4}}{J_{4}^{4}} \mathrm{~d} x^{3}\right) \\
& =\frac{4 \pi}{L_{1}^{1} L_{2}^{2}}\left(\frac{M_{12}^{3}}{J_{3}^{3}}-\frac{M_{12}^{4}}{J_{4}^{4}}\right) M_{14}^{2} Q^{1} M_{23}^{1} Q^{2} \\
& =\frac{4 \pi T^{2}}{L_{1}^{1} L_{2}^{2}}\left(\frac{M_{12}^{3}}{J_{3}^{3}}-\frac{M_{12}^{4}}{J_{4}^{4}}\right) \tilde{\Phi}^{1} \tilde{\Phi}^{2} \\
& =\mathscr{L}_{12} \tilde{\Phi}^{1} \tilde{\Phi}^{2}, \tag{71}
\end{align*}
$$

where $Q^{i}$ is the total electric charge of $q^{i}$ and $\tilde{\Phi}^{i}$ is the magnetic flux through the disc per unit time $T$, i.e. $\tilde{\Phi}^{1}=M_{14}^{2} Q^{1} / T=M_{14}^{2} I^{1}$. From expressions (68) and (71), the mutual helicity is given by $\mathscr{L}_{12}$. The mutual-inductance $M_{12}^{3}$ gives the interaction between the toroidal current $I^{1}$ and the poloidal current $I^{2}$ with respect to the $\alpha$-effect as $\omega^{1}$. On the other hand, the mutualinductance $M_{12}^{4}$ gives the interaction between the toroidal current $I^{1}$ and the poloidal current $I^{2}$ with respect to the $\omega$-effect as $\omega^{2}$. Thus, in the Rikitake system, the chaotic behaviour as a turbulent motion can be induced by the difference in the intensity of the interaction between poloidal and toroidal currents in the $\alpha$ - and $\omega$-effects.

### 5.3. Other nonlinear systems and the KCC-theory

Finally, it is shown that the KCC-theory can be applied to other nonlinear dynamical systems. In general, nonlinear systems can be unified into a single expression [38]:

$$
\begin{equation*}
\frac{\mathrm{d} y_{i}}{\mathrm{~d} t}=A_{i j} y_{j}+B_{i j k} y_{j} y_{k}, \tag{72}
\end{equation*}
$$

where $A_{i j}, B_{i j k}$ are arbitrary functions and $i=1,2,3$. The dynamical system (72) expresses a special case of the Rikitake system when $A_{i j}=\gamma_{i j}, B_{i j k}=G_{i j k}$ and $f_{i}=0$ in equation (42). This system (72) expresses various nonlinear phenomena occurring in physics, chemistry and biology. For example, the equations of motion (72) express the Lorentz model in meteorology. The geometrization of the Lorentz model has been studied in terms of the Finsler geometry [9, 16]. The system (72) also expresses the Lotka-Volterra model in biology. The geometrization of the general case of the Lotka-Volterra model (Volterra-Hamilton system) has been studied by the KCC-analysis [2, 4-6]. Other areas where this dynamical system (72) appears are in plasma physics [17] and in Belousov-Zhabotinskii reaction model in chemistry [41]. In these dynamical systems, there exist five KCC-invariants and a topological invariant (Chern-Simons number) as in the case of the Rikitake system. Therefore, the five KCCinvariants and the topological Chern-Simons number can express the chaotic behaviour of the various nonlinear dynamical systems (72).

### 5.4. Conclusion

In this paper, the Rikitake system is studied from the view point of differential geometry (theory of Kosambi-Cartan-Chern). The electromechanical equations of motion derived from Faraday's law correspond to the magnetohydrodynamic equations. By applying the geometric
theory to the Rikitake system, the behaviour of the system can be expressed by the five geometrical invariants. The third invariant is a torsion tensor which is made up of mutualinductances. Therefore, the torsion tensor expresses the physical interaction between the electrical and mechanical systems. This interaction causes aperiodic reversals of the magnetic field. Moreover, a topological invariant, the Chern-Simons number, shows that the chaotic behaviour corresponds to a magnetohydrodynamical turbulent motion. This geometric theory can also be applied to other nonlinear dynamical systems. Thus, it is possible to analyse chaotic behaviour of the nonlinear dynamical systems based on such geometrical and topological invariants.
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